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A B S T R A C T   

Hydrologic exchange flows (HEFs) of river-aquifer systems are known to affect water flow, but the quantitative 
influences of lateral HEFs and the riparian zone’s hydraulic conductivity (K) distribution on stream fluxes remain 
obscure under varying hydrologic conditions. To fill this knowledge gap, this study proposed a physical based, 
distributed domain, coupled (open channel and groundwater) flow model (DDCM) to quantify the effect of 
lateral HEFs on hydrograph characteristics, including especially the peak discharge and tailing decay which are 
practically important. Numerical experiments showed that (1) the interaction between the lateral HEFs and river 
hydrodynamics reduced the peak discharge and flood flow rates, (2) a heterogeneous K field of the riparian zone 
generated multi-rate HEFs (which then changed flow response) represented by the hydrographs with various 
declining rates (varying from exponential to power-law), significantly expanding the flow process, and (3) the 
probability density function of K also affected the tailing and peak of the hydrograph. A preliminary test showed 
that the DDCM captured the overall pattern of hydrographs observed from a catchment in the Wadi Ahin West, 
Oman. This study, therefore, provided a model-based quantification of the mechanisms and factors of the lateral 
HEFs affecting the hydrograph pattern in flood events, and further applications are needed to test the applica
bility of the DDCM in capturing real-world hydrographs affected by the lateral HEFs.   

1. Introduction 

Hydrologic exchange flows (HEFs) affect solute transport in river- 
riparian systems, especially when the river stage fluctuates, which in 
turn affects aquatic ecosystems and biogeochemical cycles (Brunke and 
Gonser, 1997; Krause et al., 2011; Ward et al., 2013; Boano et al., 2014; 
Kiel and Cardenas, 2014; Zimmer and Lautz, 2014; Bernard-Jannin 
et al., 2016; Trauth and Fleckenstein, 2017; Liang et al., 2018). HEFs 
involve bidirectional fluxes vertically and/or laterally, typically in 
hyporheic zones, riverbanks, and floodplains (Jung et al., 2004; Car
denas, 2009a; Cardenas, 2009b; Harvey and Gooseff, 2015; Allgeier 
et al., 2021). Vertical HEFs mainly refer to the interaction between river 
water and water in riverbed sediments, while lateral HEFs refer to the 
interaction between river water and groundwater in bank sediments 
(Cardenas, 2009a; Cardenas, 2009b; Kiel and Cardenas, 2014). HEFs can 

prolong the contact time between river water and alluvium and further 
alter the residence time distribution of water traveling through the 
catchment, eventually affecting water quality and quantity (Jones and 
Mulholland, 1999; Kirchner et al., 2000; Cardenas, 2008). HEFs occur
ring between a river channel and riverbank can significantly affect 
hydrographs, if the discharge condition changes especially under over
bank flooding (Hunt, 1990; Doble et al., 2012; Francis et al., 2015; Liang 
et al., 2020). HEFs may also lead to a delayed streamflow response and 
solute retention (Haggerty et al., 2002; Cardenas et al., 2004; Kirchner 
and Colin, 2013; Gomez-Velez et al., 2017). The mechanisms of HEFs 
affecting the peak and tailing behavior of hydrographs, however, have 
not been sufficiently explored, especially under flood event conditions 
(Dudley-Southern and Binley, 2015; Liang et al., 2018). This knowledge 
gap motivated this study. 

HEFs are mainly influenced by the spatiotemporal variation of the 
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hydraulic gradient and the distribution of hydraulic conductivity (K) 
within the river-aquifer system (Cardenas et al., 2004; Harvey and 
Gooseff, 2015; Liu et al., 2020; Shuai et al., 2019; Storey et al., 2003). 
With a constant river discharge, the hydraulic gradient is in steady state 
controlled by channel morphology, including individual stream reaches 
(Wondzell, 2006), channel sinuosity (Boano et al., 2006) and bedform 
(Wörman et al., 2002). With a changing river discharge, the hydraulic 
gradient is mainly affected by river stage fluctuations. A river stage 
higher than the riparian zone hydraulic head causes water to infiltrate 
into the riparian zone, while a lower river stage leads to a return flow 
from the riparian zone to the river channel (Cardenas et al., 2004; Liang 
et al., 2018) (Fig. 1). 

The K distribution of the riparian zone, which is mainly affected by 
the spatial heterogeneity of soil physical properties (Jiang et al., 2015; 
Zeleke and Si, 2005; Zhang et al., 2014), also influences the magnitude 
and paths of HEFs. Currently, many field studies focus on the impact of 
the system’s heterogeneity on hyporheic exchange at the reach scale, 
while few field experiments have been performed at the watershed scale. 
For example, Anibas et al. (2011) developed a thermal mapping method 
to study the surface water-groundwater interaction in one section of the 
Aa River, Belgium, and found that the K of riverbed sediment is a crucial 
factor that affects hyporheic exchange. Wang et al. (2017) applied 
Darcian flux calculations and the vertical streambed temperature profile 
approach to study the spatial variability in streambed vertical K for three 
types of streambed morphologies. They investigated the correlation 
between water flux, K, and hydraulic head at three sites in the Beiluo 
River, China. In addition, Cardenas (2008) found that the spatial het
erogeneity of the riparian-hyporheic zone was associated with the late- 
time tailing behavior of water flow and solute transport. 

Field experiments and numerical models provide common and reli
able approaches to investigate the HEF process under different flow 
conditions (Tonina and Buffington, 2007; Cardenas, 2009a; Cardenas, 
2009b). Some studies applied trace tests (using chemicals and/or tem
perature) and the water balance approach to quantify HEFs along rivers 
(Wondzell, 2006; Payn et al., 2009; Westhoff et al., 2011; Ward et al., 
2013). Although field experiments provide direct data to analyze HEFs, 
these experiments, if applied alone, mainly produce case-specific results, 
rather than general implications. Reliable and testable numerical 
models can provide insights into hydrodynamic processes. Many 

modeling studies have been conducted to interpret the interaction be
tween HEFs and hydrographs (Åkesson et al., 2015). For example, 
Pinder and Sauer (1971) proposed a coupled model to simulate the river- 
aquifer interaction, which contains a one-dimensional (1-D) open 
channel flow equation and a 2-D transient groundwater flow equation. 
Their numerical results showed that the hydrologic exchange process 
attenuated the flood peak and could lead to a late-time tailing behavior 
of the stream hydrograph. Harvey and Bencala (1993) used a 2-D hy
draulic model to investigate the influence of streambed topography on 
HEFs and found that both the variation in stream water slope and the 
stepped-bed morphology controlled the water and solute exchange be
tween the stream and subsurface water. Schmadel et al. (2016) devel
oped a comprehensive model to simulate the hyporheic flux between the 
streams and hillslope under diel hydrologic fluctuation conditions and 
found that dynamic boundary conditions could extend the hyporheic 
flow path. Gomez-Velez et al. (2017) employed both the 2-D Boussinesq 
equation and the advection–dispersion equation to investigate hot spots 
and moments within the hyporheic zone, including the influence of 
channel sinuosity and K on hydrologic exchange. They found that the 
inflow and outflow of the hyporheic zone showed power-law tailing 
behaviors. Liang et al. (2018) proposed an analytical model based on the 
Boussinesq equation and studied the spatiotemporal variations in inflow 
and return flow under flooding conditions, and their model demon
strated that the return flow exhibited power-law attenuation after a 
flood event. Most of the studies reviewed above used the river stage (or 
discharge) as a known boundary condition to study the influence of the 
hydrodynamic process on HEFs without considering the influence of 
HEFs on the streamflow response. In addition, only a few modeling 
studies had investigated the influence of the watershed spatial hetero
geneity on the hydrograph tailing behavior, although this issue had been 
frequently mentioned and well documented in field studies (Kirchner 
et al., 2000; Cardenas, 2008; Kollet and Maxwell, 2008). 

In the literature reviewed right above, it was often found that the 
hydrographs observed in the field presented tailing behavior, but few 
studies used mathematical models for quantitative analysis. In this 
current study, a physical based, distributed domain, coupled (open 
channel flow and groundwater flow) model (DDCM) was proposed to 
quantitatively investigate the impact of the lateral HEF process on the 
pattern of hydrographs under dynamic flow conditions. The coupled 

Fig. 1. Conceptual diagram of the interaction between the river channel and riparian zone under flood conditions quantified by this study. (a) During the flood 
arrival period, and (b) during the flood recession period. When the flood arrives, the river water begins to flow into the hyporheic zone and bank storage (inflow), and 
the water table rises, as shown in (a). After the flood peak passes, the river stage decreases rapidly. When the river level is below the riparian water table, the 
subsurface water recharges the river (return flow), as shown in (b). 
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processes of hydrologic exchange and river hydrodynamics were studied 
through a series of numerical experiments. This study aimed to address 
the following key questions: (1) How do river channel characteristics 
affect these coupled processes under flood event conditions? (2) How 
does the spatial distribution of hydraulic conductivity affect the 
hydrograph? (3) What factors will lead to a power-law tailing behavior 
of a streamflow? 

The remainder of this work is organized as follows. Sections 2 and 3 
show the development of the new model and the synthetic scenarios, 
respectively. Sections 4 and 5 discuss the numerical results and the 
preliminary application, respectively. Section 6 draws the final 
conclusions. 

2. Model development and distribution function 

Our model (DDCM) couples the open channel flow with the riparian 
groundwater dynamics. A rectangular domain is considered which in
cludes a river channel and aquifers on both sides of the river (Fig. 2). The 
river flow direction is along the y-axis, the length and width of the river 
channel are L and Br, respectively, and the distance between the lateral 
groundwater boundary and the river channel is denoted as b. The 
aquifers are assumed to be heterogeneous and isotropic. The aquifer on 
each side is underlain by an aquitard and is connected to the river 
channel. 

The river flow is described by the 1-D Saint Venant equation, and the 
groundwater flow is described by the 2-D nonlinear Boussinesq equa
tion. The dynamic hydrologic exchange between the river and ground
water follows Darcy’s law: 

qGr = Kh
(HG − Zr)

dx
(1)  

where qGr represents the lateral hydrologic exchange flux from the 
groundwater to the river flow per unit length [L2T− 1], with subscripts 
“G” and “r” indicating groundwater and river flow, respectively (so qrG 
represents the exchange flux from river to groundwater); K is the hy
draulic conductivity [LT− 1]; h is the thickness of water flow in the 
aquifer (lateral hyporheic zone) [L]; HG is the groundwater hydraulic 

head [L] and HG(x, y) = h(x, y)+(L − y)J where J is the water surface 
slope [-]; Zr is the river stage [L]; and dx is the space step size in the x- 
direction. The coupled model consists of two parts shown below. 

(1) Open channel flow model 
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Qr(y, 0) = I0(y);Zr(y, 0) = Z0(y) (2d)  

Qr(0, t) = f1(t);Qr(L, t) = f2(Zr(L, t) ) (2e)  

where Qr is the river discharge [L3T− 1]; qL is the source/sink term 
[L2T− 1]; ur is the river flow velocity [L1T− 1]; g is the gravitational ac
celeration [LT− 2]; Ar is the cross-sectional area of the river [L2]; C is the 
Chézy coefficient [L½T− 1] which is equal to 1

nc

̅̅̅̅
R6

√
; nc is the coefficient of 

roughness; R denotes the hydraulic radius [L]; I0 [L3T− 1] and Z0 [L] are 
the initial river discharge and river stage, respectively; f1 is the river 
discharge at upstream; and f2 describes the relationship of Qr and Zr at 
downstream. 

(2) Groundwater flow model 
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where W is the infiltration recharge of aquifer per unit area [L1T− 1], and 
Sy is the specific yield [-]. 

The Preissmann scheme is adopted to solve the Saint Venant equa
tion (2), as it is proved to be accurate and stable in solving the Saint 
Venant equation (Lyn and Goodwin, 1987). The 2-D Boussinesq equa
tion (3) is solved by the alternating direction implicit (ADI) method, 
which is unconditionally stable for 2-D problems (Xue and Xie, 2007; 
Lapidus and Pinder, 1999). 

(3) Distribution function 
In this study, the gamma and lognormal distributions are used to 

generate the hydraulic conductivity in the heterogeneous aquifers. The 
two-parameter gamma distribution for a continuous random variable x 
is defined by a shape parameter α and a scale parameter β: 

fg(x) =
1

βαΓ(α)x
α− 1e− x/β, x ≥ 0.

The expected value of x following the gamma distribution is E(x) =

αβ, and the variance is var(x) = αβ2. 
The bivariate lognormal distribution for the random variable x can 

be defined as follows: 

fl(x) =
1

x
̅̅̅̅̅̅̅̅̅̅
2πσ2

√ exp

[

−
1
2

(
ln(x) − μ

σ

)2
]

(x > 0)

where ln(x) ∼ N
(
μ, σ2) is normally distributed with a mean μ and a 

standard deviation σ. 
Fig. 2. Schematic diagram of the proposed river-aquifer system and the DDCM 
(coupling the 1-D Saint Venant equation and the 2-D Boussinesq equation). The 
blue arrows indicate the bidirectional water exchange between river and ri
parian zones. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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3. Synthetic case and numerical experiments 

In this section, synthetic cases were used to test the DDCM and 
investigate how river channel characteristics control the hydrograph 
pattern. 

In the synthetic cases, the total length and width of the river-aquifer 
segment conceptualized in Fig. 2 are LT = 10 km and BT = 140 m, 
respectively, the river width is Br = 40 m, the coefficient of roughness is 
nc = 0.02, and the water surface slope is J = 0.002. The initial stage of 
the river equals the initial equivalent pressure head of groundwater: Z0 
= HG0 = 3 m. The width of the aquifer is b = 50 m, and the specific yield 
is Sy = 0.1. These parameters can represent those for a regional-scale 
river-aquifer system, which are also appropriate for the dimension of a 
numerical test site. The space steps are Δx = 2m and Δy = 50 m, leading 
to 200 segments of river channel and 10,000 blocks of aquifer (5000 on 
each side of the river). According to the Manning formula (ur =
1
nc

R2/3J1/2), the background discharge is Q0 = 508.5 m3/s, and the dis
charges in the numerical results are background-subtracted. The 
hydrographs are calculated at the location of y = 10 km (i.e., the 
downstream boundary). 

As shown above, hydraulic conductivity K of the aquifers in this 
study follows the lognormal and gamma distributions (in different nu
merical experiments), which are two widely used probability density 
functions (PDFs) for hydrologic properties (Yue et al., 2001). The dis
tribution of K of the aquifers on both banks of the river is symmetrical (i. 
e., the K values are mirrored). We randomly assign K values which obey 
the lognormal or gamma distribution to some sub-domains (n = 100) in 
one side of the study domain, and then interpolate the distribution of K 
in this side of the study domain (25 × 200 = 5,000) using the simple 
Kriging method. 

Without specific instructions, we assume that the unit hydrograph of 
upstream discharge (representing the boundary condition at the up
stream location) satisfies the following form (Tunas, 2019): 

q(t) =
{(

t
TP

)

exp
(

1 −
t

TP

)}C3

(4a)  

Q(t) = QP • q(t) (4b)  

where q(t) [dimensionless] is the unit hydrograph, TP [T] is the arrival 
time of the flood peak, C3 is the coefficient of the hydrograph shape, Q(t) 
[L3T− 1] is the upstream discharge, and QP [L3T− 1] is the peak value of 
flood. 

We conducted numerical experiments on the synthetic case 
described above to investigate the following three scenarios with 
increasing medium heterogeneity (where the corresponding parameters 
are listed in Table 1): 

Scenario 1 (with a homogeneous K field): In this scenario, we 
investigate the effects of river system characteristics (i.e., K, Br, J, and 
nc) on the hydrograph in a homogenous K field (K = 0.0005 m/s, rep
resenting the typical K for sorted sand). The incoming flow at the up
stream location (x = 0) is a continuous source and satisfies the unit 
hydrograph formula (4) with TP = 1800 s, C3 = 2, and QP = 1000 m3/s. 

Scenario 2 (with one set of heterogeneous K fields): In this scenario, 
the effects of heterogeneous K of the aquifer on the hydrograph are 
studied. The river channel is divided into 200 sub-domains, and the 
random hydraulic conductivities Ki (i = 1, 2, …, 5000) are assumed to 
follow the gamma or lognormal distribution. We explore the tailing 
behavior and peak portion of the hydrograph, which both vary with the 
change in the relative standard deviation (RSD) of K. The mean value of 
K is set as 0.0005 m/s, and the RSD varies from 0 to 1.5. The initial and 
boundary conditions are the same as those used for Scenario 1. 

Scenario 3 (with multiple sets of heterogeneous K fields): To identify 
the river system characteristics controlling the tailing behavior of the 
hydrograph, we generated 100 sets of random Ki for each case (which 
satisfies the lognormal or gamma distribution with the RSD equal to 0.5, 
1.0, and 1.5, respectively) in simulating the hydrographs. Effects of the 
Ki distribution range and the variation of K on hydrograph patterns are 
analyzed. The mean value of K is 0.0005 m/s, and the initial and 
boundary conditions are the same as those used for Scenario 1. 

4. Results and discussion 

4.1. Impacts of river system characteristics on hydrograph 

The main results from Scenario 1 are presented in Fig. 3. As shown 
in Fig. 3a, when the lateral HEFs are not considered (i.e., K = 0), the 
peak discharge downstream (x = 10 km) is 937.7 m3/s, and the peak 
arrival time is 2960 s. If K = 0.0005 m/s, the peak discharge downstream 
is 408.7 m3/s (56.4% deduction), and the peak arrival time is 3800 s 
(28.4% delay). Fig. 3a also indicates that with an increasing K, the tail of 
hydrographs becomes heavier. Hence, the hydrologic exchange effect 
can reduce the flood peak discharge and slow down the arrival time of 
the flood peak. The reduced discharge in river is temporarily stored in 
the lateral hyporheic zone. Then it is slowly released if the river stage is 
lower than that of the hyporheic zone, causing the discharge tailing 
behavior. 

Fig. 3b shows that the flow peak decreases with a decrease of Br. The 
reason is that for a given inflow discharge upstream, the narrower the 
channel, the more the water level changes. This results in a greater 
hydrologic exchange rate and more river water entering the riparian 
zone. Therefore, for a wider river section, the contribution of lateral 
HEFs on flow discharge will be smaller. According to Manning’s for
mula, it is expected that the flow peak decreases with the increasing nc 

Table 1 
Statistics of the river-aquifer properties used in Scenarios 1–3. In the legend, “S” denotes “Scenario”, “Hom” represents “Homogeneous”, and “Het” represents 
“Heterogeneous”.  

Scenario Figure K(m/s) Br(m) J nc Hom. or Het. 

S1 Fig. 3a Variable 40 0.002 0.02 Hom.  
Fig. 3b 0.0005 variable 0.002 0.02 Hom.  
Fig. 3c 0.0005 40 variable 0.02 Hom.  
Fig. 3d 0.0005 40 0.002 variable Hom. 

S2 Fig. 4a 0.0005 40 0.002 0.02 Het. (Gamma)  
Fig. 4b 0.0005 40 0.002 0.02 Het. (Lognormal) 

S3 Fig. 5(a-c) 0.0005 40 0.002 0.02 Het. (Gamma)  
Fig. 5(d-f) 0.0005 40 0.002 0.02 Het. (Lognormal)  
Fig. 6a Variable 40 0.002 0.02 Hom.  
Fig. 6b Variable 40 0.002 0.02 Hom.  
Fig. 7a 0.0005 40 0.002 0.02 Het. (Gamma)  
Fig. 7b 0.0005 40 0.002 0.02 Het. (Lognormal)  
Fig. 7c 0.0005 40 0.002 0.02 Hom.  
Fig. 8a 0.0005 40 0.002 0.02 Het. (Gamma)  
Fig. 8b 0.0005 40 0.002 0.02 Het. (Lognormal)  
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and increases with the increase in J. Meanwhile, as shown in Fig. 3c and 
3d, the tailing behavior of hydrographs becomes heavier with the in
crease in nc and the decrease in J. In addition to the fact that a reduction 
of J (or an increase of nc) itself would lead to a decrease in flow velocity 
(flow discharge), it would also lead to an increasing exchange time be
tween the river and the riparian zone, which would further reduce the 
peak value and enhance the hydrograph tailing. 

According to the analysis shown above, due to the hydrologic ex
change process, riverbanks can reduce the peak discharge. Thus, infor
mation on the permeability of the riparian zone within catchments can 
be important for flood control planning and flood forecasting. HEFs also 
change the river flow field and enhance the contact between contami
nants and the alluvium, thus affecting the fate and transport of con
taminants in the river-aquifer system. 

4.2. Impacts of aquifer heterogeneity on hydrograph 

Many real-world observations have shown that the flood hydrograph 
has tailing characteristics (Payn et al., 2009; Jencso et al., 2010; 
Baartman et al., 2012; Ward et al., 2013). These tailing behaviors vary 
from exponential decay to power-law decay with a broad variation 
range. Based on Scenario 2, the effect of hydrogeological heterogeneity 
on the hydrograph, particularly its tailing behavior, is investigated here 
by focusing on the commonly used gamma and lognormal distributions 
of K (Kirchner et al., 2000; Yue et al., 2001) listed in Section 2. 

Fig. 4 shows that when the RSD of K increases, the long-term tail of 
the hydrograph gradually shifts from exponential decay to power-law 
decay. The reason may be that the random hydraulic conductivity of 
each sub-domain causes the HEFs to exhibit multi-rate characteristics. 
When the flood recedes, due to the contribution of multi-rate return 

Fig. 3. Impact of river system characteristics (i.e., K, Br , J, and nc) on the hydrograph pattern. (a) shows the simulated hydrograph in different coordinate systems: 
the top left plot is in the Cartesian coordinate to show the effect of K on the flood peak, and the top right plot uses the semi-logarithmic coordinate to emphasize the 
hydrograph tailing behavior affected by K. 
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Fig. 4. Hydrographs affected by the RSD of K following the gamma distribution (a) or the lognormal distribution (b). The subfigure in each plot shows the 
hydrograph in a linear–linear coordinate, to emphasize the hydrograph peak. 

Fig. 5. Hydrographs for K satisfying the gamma (left plots) and lognormal (right plots) distributions: (a-c) the gamma distribution with the relative standard de
viation for K: RSD = 0.5, 1.0, and 1.5, respectively. (d-f) the lognormal distribution with RSD = 0.5, 1.0, and 1.5, respectively. 

S. Wei et al.                                                                                                                                                                                                                                      



Journal of Hydrology 611 (2022) 128010

7

flows, the hydrograph declines slowly in a power-law form. The nu
merical results also show that regardless of the PDF of K (i.e., gamma or 
lognormal PDF), the hydrograph tailing behavior tends to decay in a 
power-law form when the RSD of K gradually increases. In general, the 
heterogeneous K of natural soil may be distributed according to the 
gamma or lognormal distribution. Soil heterogeneity tends to act as a 
converter by transforming the exponential decay process into the power- 
law decay process. This may explain the power-law decay phenomenon 
often observed in hydrologic processes in natural media. 

The distribution of K in the riparian zone affects both the magnitude 
and the kinematic wave velocity of the peak flow through a river reach. 
It is shown that when K obeys the gamma or lognormal distribution, the 
hydrograph peak tends to increase with the increase in the RSD of K. It is 
our expectation that the increase of RSD will make the distribution of K 
more uneven, which will reduce the flow connectivity of the riparian 
zone, resulting in the decrease of the entire river-riparian water ex
change capacity. 

4.3. Factors controlling the hydrograph tailing behavior 

The results shown above lead to the following two questions. First, if 
K satisfies the gamma or lognormal distribution with a large RSD, does 
this scenario always lead to a power-law decay for the hydrograph tail? 
Second, why does the gamma distribution of K differ from the lognormal 
one in approaching the power-law tailing behavior in the hydrograph? 

Scenario 3 addresses the two questions. For the first question, Fig. 5 
shows that when the RSD of K increases from 0.5 to 1.5, the long-term 
tail of the hydrographs gradually changes from exponential decay to 
power-law decay, and the duration of the power-law decay increases. 
However, the power-law decay of the hydrograph does not persist, 
especially when K follows a lognormal distribution. As illustrated in 
Fig. 5, an increase of the RSD of K increases the average slope of the 
hydrograph’s late-time tail. When K satisfies the gamma distribution, 
the hydrograph is more likely to exhibit a power-law decay tail with a 
longer duration than that with a lognormal distribution of K. Our 
explanation is the larger the RSD, the wider the distribution of the K, and 
it is more likely to have multi-rate return flows. These return flows have 
different discharge and arrival times when reaching downstream, which 
ultimately lead to the tailing behavior of the hydrograph. 

To answer the second question, we first analyzed the influence of the 
change of K to the hydrograph. Fig. 6a shows that the smaller the K, the 
greater the influence of the change of K on the tailing behavior of the 
hydrograph. What is important is that K affects two aspects of 

hydrograph tailing behaviors: (1) the larger the K, the heavier the tail; 
and (2) the larger the K, the earlier the tail will appear and the shorter 
the duration. Therefore, a single K value is not sufficient to cause a 
power-law decay for the late-time hydrograph. Fig. 6b shows the 
sensitivity (∂Q/∂K) of the peak discharge to K. When the K is smaller, the 
flood peak value is more sensitive to the change of K. In general, the 
hydrograph pattern is increasingly insensitive to the variation of K. 

The spatial distributions of HEFs (qGr) were then evaluated here for 
different K distributions. The hydrograph tailing behavior is mainly 
affected by the return flow (qGr > 0). Here we selected t = 9000 s as the 
sampling time, since the flood peak had passed through the downstream 
section and groundwater was recharging the river (qGr > 0) after this 
time. As shown in Fig. 7a ~ 7c, when K followed the gamma distribution 
(RSD = 1.5), the lognormal distribution (RSD = 1.5), and the uniform 
distribution (RSD = 0), the resultant range of qGr (m2/s) was (8.4×

10− 14, 3.5× 10− 4), (2.1× 10− 14, 5.4× 10− 4), and (3.8× 10− 5, 1.2×

10− 4), respectively. Therefore, the return flow presented a more pro
nounced multi-rate distribution if K had a broader distribution. Fig. 7d 
shows the return flow rates (in the total of L/dy = 200 sections) in 
descending order. The gamma distribution of K produced more low- 
velocity return flow regions (200–169 = 31 sections) than that of the 
lognormal distribution (200–187 = 13 sections), which might be more 
likely to cause power-law decay of the hydrograph tail. Notably, this 
assumption cannot be reliably proved by Fig. 7, since this figure shows 
only one snapshot (i.e., at a specific moment) of the HEFs, and the HEF 
vectors (including the magnitude and direction) may also change 
spatiotemporally and thence complicates the hydrography tailing 
behavior. 

Finally, we analyzed the distribution range of K generated by the 
gamma and lognormal distributions with different RSDs. Fig. 8 com
pares the range of K values generated by the gamma/lognormal distri
bution when RSD = 1.5 andK = 0.0005 m/s. Table 2 lists the distribution 
ranges of K with different RSDs. Fig. 8 shows that in the semi- 
logarithmic coordinate, the K generated by the gamma distribution 
has a wider (or less “uniform”) distribution than the K generated by the 
lognormal distribution, especially in the small value range (see also 
Table 2). This may cause the hydrological exchange process to produce 
multi-rate return flow, ultimately leading to the power-law tailing 
behavior of the hydrograph when K of the heterogeneous aquifer follows 
the gamma distribution. Notably, the gamma distribution is the com
bination of the power-law distribution and the exponential distribution. 
Therefore, when the K of the aquifer satisfies the gamma distribution 
and the RSD is large, the hydrograph’s late-time tail generated by multi- 

Fig. 6. The influence of the variation of K to the hydrograph pattern. (a) The influence of the change of K on the hydrograph tailing behavior. (b) The sensitivity 
(expressed by ∂Q/∂K) of the peak discharge to K. A continuous inflow event is considered with the following parameters defined in Eq. (4): TP = 1800 s, C3 = 2, and 
QP = 1000 m3/s, and the observation location is 10 km downstream. 
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rate HEFs may be closer to the power-law decay. In conclusion, the 
hydrograph pattern is mainly controlled by the following factors: (1) the 
distribution range of K and the proportions of different distribution 
ranges, and (2) whether the hydrograph’s peak discharge and tail 
portion are sensitive to K. 

Some studies (Kirchner and Colin, 2013; Zhang et al., 2017) have 
shown that geological heterogeneity that exhibits multi-scaling behav
iors can be responsible for the power-law tailing phenomenon of hy
drological processes in catchments. Our study suggests that the spatially 
heterogeneous HEFs lead to multi-rate return flows between the riparian 

Fig. 7. The influence of the distribution of K on the HEFs (qGr) distribution along the river channel. All plots show the spatial distribution of qGr at time 9000 s, when 
the flood peak has passed through the downstream section. A continuous inflow event is considered with TP = 1800 s, C3 = 2, and QP = 1000 m3/s, and the 
downstream sampling location is 10 km. (a) the gamma distribution with K = 0.0005m/s and RSD = 1.5; (b) the lognormal distribution with K = 0.0005m/s and RSD 
= 1.5; (c) K is uniformly distributed in the lateral hyporheic zone (RSD = 0) and its mean value is 0.0005m/s; and (d) qGr calculated from the above-mentioned 
different K distributions is arranged in descending order. 

Fig. 8. The distribution range of Ki used in Fig. 5. (a) the gamma distribution with K = 0.0005m/s and RSD = 1.5; (b) the lognormal distribution with K = 0.0005m/s 
and RSD = 1.5. We randomly generated 100 sets of Ki, each with 5,000 values; and then ranked them from large to small and counted the proportion of these K in 
different ranges. 
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zone and river, enhancing the hydrograph’s late-time tail. Different 
hydraulic conductivity distributions within the catchment lead to 
different late-time tailing behaviors of the hydrograph. These interact
ing hydrodynamic processes in the catchment system act as a filter that 
smooths the input signal (e.g., inflow and chemistry) from the upstream 
location. In addition to the HEFs, other hydrological processes (such as 
nutrients moving in streams) affected by soil heterogeneity may also 
exhibit a power-law decay phenomenon. The modeling methods and 
conclusions of this work can also be extended to these hydrological 
processes. 

5. Preliminary application 

As a preliminary test, the DDCM proposed above is applied here to 
simulate the hydrographs induced by rainfall events in the Wadi Ahin 
West, Oman (Fig. 9). The hourly flow and rainfall data were obtained 
from the Hayl flow gauge and the seven rainfall gauges in the Wadi Ahin 
West catchment (Aisha Al-Qurashi et al., 2008). The Wadi Ahin West 
catchment, situated in the north of Oman, has a drainage area of 734 
km2 and low vegetation cover, with the channels in this catchment 
consisting mainly of sands and gravel; see Aisha Al-Qurashi et al. (2008) 
for detailed hydrologic conditions of the study site. 

Nine rainfall events from 1996 to 1998 (where rainfall durations 
were short and concentrated) were simulated by the DDCM for the study 
site. These nine rainfall events were named by their dates, for example 
event 05 September 1998. The information of these nine rainfall events 
is listed in Table 3, and the field data and the model results of the nine 
hydrographs are plotted in Fig. 10. The width (Br) and slope of the 
channels (J) in the model were defined based on the data in Aisha Al- 
Qurashi et al. (2008). The hydraulic conductivity (K) and Manining’s 
roughness coefficient (nc) were then calibrated: we fixed the two pa
rameters Br and J determined above, set different K and nc values for 

simulation, and then calculated the coefficient of determination of the 
model results based on the field data. This trial-and-error approach led 
to the best-fit K and nc with the largest coefficient of determination. The 
best-fit Manining’s coefficient was 0.035, close to that (0.036) approx
imated by Aisha Al-Qurashi et al. (2008). The hydraulic conductivity K 
was first assumed to be uniform and isotropic to check whether the 
simplified model can capture the general pattern of the hydrograph; if 
not, then a high-resolution, heterogeneous K distribution would be 
fitted. The other reason for selecting a uniform K as the first fitting ex
ercise was because of the limited hydrologic information of this study 
site, including for example the coarse-resolution rainfall data mentioned 
below (which increased the uncertainty for a fine-resolution model with 
a complex K distribution). We also assumed that the rainfall recharge in 
the riparian zones flowed mainly to the corresponding river channels 
(R1-R6). Notably, this assumption was not based on field observations 
(which were not available), but for application simplification (to reduce 
the number of unknown parameters). For each rainfall event simulation, 
the four main parameters of the DDCM (K, nc, J, and Br) remained un
changed (and hence the model applicability was partially validated for 
this study site). The time step size was set as Δt = 100 s, and space step 
sizes were set as Δx = 2 m and Δy = 50 m. As shown in Fig. 10, the 
initial river discharge of the 9 simulated rainfall-runoff events was close 
to base flow; hence, the initial condition was selected as base flow, and 
the calculated discharge was then subtracted by the initial discharge. 

Considering the large basin area (~734 km2), the spatial distribution 
of rainfall has a great influence on the observed hydrographs, but the 
actual spatial distribution of rainfall was unknown (note that the seven 
gauges were not enough to provide a high-resolution spatial distribution 
of rainfall needed for the fine-resolution model). Therefore, the 
following two rainfall patterns were considered to simulate the hydro
graphs: (1) rainfall fell evenly within the catchment (the corresponding 
model is abbreviated as DDCM_E), and (2) rainfall fell within a 5 km 
radius of the rainfall center (the corresponding model is abbreviated as 
DDCM_C). The model-input rainfall per unit time assigned for each sub- 
catchment (Ri) is calculated according to the runoff coefficient, and 
rainfall intensity and area. Finally, based on the river network infor
mation (as shown in Fig. 9), the hydrodynamic process of each sub- 
channel is connected to calculate the hydrograph at the downstream 
outlet, which is then compared with the observed hydrograph. 

Fig. 10 shows the data of these nine runoff events and the results of 
the model simulation. In the two events “05 September 1998” and “07 
August 1996” (the left two plots on the top row), although the rainfall 
was short and concentrated, the observed hydrograph showed a bimodal 
phenomenon (Fig. 10a and 10b). In this case, the simulation results of 
DDCM_E were better than that of DDCM_C. This may be because the 
rainfall events were evenly distributed in the basin and river water from 

Table 2 
The proportion of Ki (used in Fig. 5) in different ranges generated by the 
lognormal distribution versus the gamma distribution with different RSDs (0.5, 
1.0, and 1.5).   

Gamma distribution Lognormal distribution 

K range 
(m/s) 

RSD 
=0.5 

RSD 
=1.0 

RSD 
=1.5 

RSD 
=0.5 

RSD 
=1.0 

RSD 
=1.5 

(5E-3, 1E-1]  0.00%  0.00%  0.12%  0.00%  0.15%  0.83% 
(5E-4, 5E-3]  44.26%  38.30%  32.50%  40.97%  32.35%  24.85% 
(5E-5, 5E-4]  55.48%  54.47%  44.27%  58.93%  64.49%  58.01% 
(5E-6, 5E-5]  0.15%  6.14  14.77%  0.04%  2.63%  15.05% 
(5E-7, 5E-6]  0.00%  0.63%  5.10%  0.00%  0.01%  0.67% 
(0, 5E-7]  0.11%  0.46%  3.25%  0.06%  0.37%  0.59%  

Fig. 9. (a) Schematic map of the sub-catchments and channels in the Wadi Ahin West, Oman (data from Aisha Al-Qurashi et al. (2008). (b) According to the 
catchment information shown in (a), the river network was simplified into 6 river channels and the corresponding riparian zones where the DDCM was used 
for simulation. 
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different tributaries reached downstream at different times, resulting in 
a bimodal peak. During the rainfall event “11 March 1996”, there were 
two periods of relatively strong rainfall, which lead to the bimodal 
phenomenon (Fig. 10c). At this time, the DDCM_E hydrograph was 
closer to the observed one, but the model fit was still not satisfactory, 
implying the complex spatiotemporal distribution of this rainfall event. 
For other rainfall events (such as 11 October 1997, 13 September 1997, 
17 July 1998, 20 July 1998, and 29 October 1997; see Fig. 9e–9i), one 
flood peak was detected downstream. The simulation results of DDCM _C 
were closer to the observed data than those of DDCM _E. This indicates 
that the actual rainfall distribution might be concentrated near the 
rainfall centers, while there was little rainfall in the tributary sub- 
catchments. Table 4 shows the coefficient of determination (R2) and 

the Nash-Sutcliffe efficiency (NSE) coefficient of the 9 rainfall events. 
Because DDCM is a physical process-based model, it is sensitive to input 
conditions (rainfall distribution). When the rainfall distribution is 
known, the DDCM can describe the downstream hydrograph. 

As shown in Fig. 9a, the real river has several curved sections, and 
hence the simplification of the river network to the straight channel 
shown in Fig. 9b may affect the simulation results in at least two ways. 
First, compared with straight channels, water flow slows downstream in 
the curved ones. Therefore, the peak arrival time in the hydrograph 
simulated by the DDCM may be biased. Second, the magnitude and 
pattern of HEFs along the curved channel are different from those along 
the straight channel (Storey et al., 2003; Boano et al., 2006; Allgeier 
et al., 2021; Morén et al., 2021). Especially in the upstream part of the 

Table 3 
Statistics of the runoff events (data from Aisha Al-Qurashi et al. (2008)).  

Date Peak gauge average rainfall (mm/h) Total rainfall (mm) Rainfall centroid distance from flow gauge (km) Base flow (mm/h) Runoff coefficient 

11-Mar-1996 6 21 20  0.001  0.28 
26-Jun-1996 4 5 18  0.000  0.13 
07-Aug-1996 5 9 28  0.003  0.15 
13-Sep-1997 3 6 25  0.003  0.13 
11-Oct-1997 2 4 19  0.002  0.16 
29-Oct-1997 4 9 16  0.003  0.15 
17-Jul-1998 1 2 26  0.001  0.09 
20-Jul-1998 7 10 25  0.001  0.13 
05-Sep-1998 4 1 20  0.001  0.15  

Fig. 10. Comparison of the observed hydrographs and the coupling model results (DDCM_E and DDCM_C consider two rainfall patterns, respectively) for the nine 
rainfall events from 1996 to 1998. 
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curved channel, the water pressure is high, which will promote the HEFs 
to enter the riparian zone, and part of the HEFs will reach the down
stream through the curved riparian zone. These factors will affect the 
hydrograph pattern and need to be systematically evaluated in a future 
study using a field site with a finer resolution of hydrologic data. 

Notably, this preliminary application only checked the applicability 
of the DDCM in simplifying complex river dynamics. Further applica
tions are still needed to evaluate the DDCM’s full capability in quanti
fying the impacts of the lateral HEF and the aquifer heterogeneity on the 
nuance of the real-world hydrograph (especially its peak and tail). 

It is also noteworthy that the impact of HEFs on the hydrograph 
cannot be neglected in flood events, although the rate of HEFs can be 
several orders of magnitude lower than the flood discharge. Previous 
studies showed that the rate of lateral HEFs significantly increased 
during flood events (Liu et al., 2020) and the HEFs occurred throughout 
the river network (Kiel and Cardenas, 2014). The DDCM proposed by 
this study considered the influence of lateral HEFs on hydrograph. Our 
numerical results revealed the buffering effect of lateral HEFs on flood 
hydrograph, where the magnitude of this buffering effect is related to 
the riverbank sediment hydraulic conductivity, channel characteristics, 
and flow conditions. As the flood flows over a long distance, the river 
water is continuously forced to enter riparian zones, and this accumu
lative discharge loss needs to be considered especially when K is large. 
Calculations in Fig. 10 also considered the effect of lateral HEFs; 
otherwise, the model results would fit worse the observed hydrographs. 

5.1. Influence of model parameters on rainfall runoff 

The above-mentioned simulations revealed that input conditions 
(rainfall or upstream flood) in the HEFs have dissimilar impacts on the 
resultant hydrograph pattern. When the rainfall starts, the initial river 
flow mainly consists of the rain that falls directly on the river surface and 
the amount of water that enters the channel rapidly. After the rainfall 
event, the flow in the channel is recharged by HEFs, which have a 
certain influence on the river discharge and flow velocity. When the 
upstream flood arrives, HEFs can reduce the flood peak value and cause 
hydrograph tailing behavior. However, due to the large flood discharge 
and fast flow velocity, the influence of HEFs on flood velocity is limited. 
Based on the river channel data in Section 5 (shown in Fig. 9), we 
investigated the effects of the four DDCM parameters (K, Br, J, and nc) on 
hydrograph under rainfall condition. The simulation results are shown 
in Fig. 11, where base flow was subtracted from the river discharge. 

As shown in Fig. 11a, the increase of K increases the rate of HEFs, 
which reduces the discharge peak and causes the hydrograph tailing 
behavior. In contrast to the flood condition, the hydrograph tail is 
smoother and lasts longer under the rainfall condition. The reason is that 
the rain falls directly on the riparian zone and raises the groundwater 

table, which can provide long-term HEFs. Fig. 11b shows that an in
crease of Br may lead to a decrease in the mean flow velocity, which is 
different from the results shown in Fig. 3b. In this example, the effect of 
rainfall was to raise the river stage and the hydraulic head of ground
water. According to the Manning’s formula (ur = 1

nc
R2/3J1/2, R = Br•hr

Br+2hr
), 

when hr is the same, the larger the Br, the faster the river flow. After the 
rainfall, groundwater began to recharge the river, and the wider the 
river channel, the smaller the river stage rise caused by the same HEFs. 
This means that a larger channel width leads to a larger river flow ve
locity during the rainfall period, while the river flow velocity with a 
wider channel will decline faster after the rainfall. In this example, the 
rainfall center is 25 km away from the downstream section. The simu
lation results showed that a larger river width led to a longer time for the 
flow peak to reach the downstream section. As shown in Fig. 11c, J has a 
great influence on the flow velocity under the rainfall condition, as ex
pected. Contrarily, for the case of upstream flood (Fig. 3c), J has a 
limited influence on the flow velocity. As shown in Fig. 11d, a large nc 
reduces the peak discharge and increases the peak arrival time, which is 
consistent with the results under the upstream flood condition. In 
conclusion, the influence of HEFs on hydrograph is not only related to 
hydrogeological parameters, but also to the flow and rainfall conditions. 

It is also noteworthy that the hydrograph can be influenced by many 
factors, in addition to the spatial and temporal distribution of rainfall, 
the soil moisture and heterogeneity, and the characteristics of the 
channel, etc. Because the DDCM cannot capture the nuance of these 
factors, it is difficult for DDCM to accurately predict the hydrograph. 
The accuracy of experimental data also affects the model results. For 
example, the water surface slope data for each tributary only has an 
average value, limiting the DDCM’s capability in modeling the nuance of 
discharge. However, the DDCM can quickly predict the overall pattern of 
the hydrograph with limited hydrological data, which can be practically 
useful for the field sites at a large scale with limited hydrological 
information. 

6. Conclusion 

This study proposed a distributed-domain model (DDCM) by 
coupling the river dynamic process and the hydrologic exchange process 
to quantify the influence of bidirectional hydrologic exchange flows 
(HEFs) on hydrograph patterns. A series of numerical experiments were 
conducted using a synthetic river-aquifer case. The influence of the 
channel characteristics, including the sediment hydraulic conductivity 
K, the river channel width Br, the hydraulic gradient J, and the channel 
roughness nc on hydrograph patterns were analyzed. Moreover, the 
impact of the hydraulic conductivity distribution on the falling limb of 
streamflow response was investigated, by explicitly accounting for the 
heterogeneity in K. The present DDCM was then applied to characterize 
the observed hydrographs. The major conclusions of this study are as 
follows. 

First, the lateral HEF can have a buffering effect on flood routing and 
at the same time cause the tailing phenomenon of the flood process. The 
flow rate of lateral HEF is mainly controlled by K. When K is large, the 
hydrologic exchange rate increases, and the flood peak is significantly 
reduced. Meanwhile, a large K leads to a heavy hydrograph tailing 
behavior at the late time with a short duration. River channel charac
teristics including nc, J, and Br have a great influence on the downstream 
hydrograph. The downstream flood encounters a greater dissipation 
with an increasing nc and decreasing J and Br. These findings can be 
important for flood control. 

Second, the spatial heterogeneity in K can have a significant impact 
on the shape of the hydrograph. In general, as the RSD of K increases, the 
late-time hydrograph tends to exhibit a power-law decline because the 
spatially heterogeneous HEFs between the riparian zone and the river 
channel can lead to multi-rate return flows. The hydrograph tailing 
behavior is mainly controlled by the following two factors: (1) the 

Table 4 
Performance of the two DDCMs for the 9 rainfall-runoff events shown in Fig. 10. 
Considering two rainfall distributions (simulated by DDCM_C and DDCM_E, 
respectively), the coefficient of determination (R2) and the Nash-Sutcliffe effi
ciency (NSE) coefficient of the results were calculated. Highlighted font in
dicates the better selection of rainfall distribution in the model.  

Date 5-Sep-98 7-Aug-96 11-Mar-96 

Model DDCM_C DDCM_E DDCM_C DDCM_E DDCM_C DDCM_E 

R2 0.4228 0.6081 0.2287 0.7809 0.3561 0.5578 
NSE − 0.0187 0.5473 − 0.4545 0.7520 0.0897 0.0561 
Date 11-Oct-97 13-Sep-97 17-Jul-98 
Model DDCM_C DDCM_E DDCM_C DDCM_E DDCM_C DDCM_E 
R2 0.4588 0.2861 0.6790 0.4673 0.6311 0.3119 
NSE 0.3044 0.2697 0.6602 0.4388 0.4054 0.1274 
Date 20-Jul-98 26-Jun-96 29-Oct-97 
Model DDCM_C DDCM_E DDCM_C DDCM_E DDCM_C DDCM_E 
R2 0.8384 0.7859 0.8449 0.3951 0.9259 0.4691 
NSE 0.7770 0.7795 0.7717 − 0.4541 0.9191 0.4666  
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distribution range of K and the proportions of different distribution 
ranges, and (2) the sensitivity of hydrograph pattern to the variation of 
K. This is the major mechanism of the power-law tailing behavior of 
hydrographs revealed by this study. 

Third, the influence of HEFs to the hydrograph pattern is related to 
the channel characteristics, the riparian zone permeability, flow con
ditions, and the spatiotemporal distribution of rainfall. 

Fourth, the DDCM proposed by this study can simulate the flood 
hydrographs observed at the Hayl flow gauge in the Wadi Ahin West, 
Oman. The rainfall distribution in the basin has a great influence on the 

hydrograph pattern. It was expected that, if the rainfall distribution can 
be reasonably captured, DDCM may characterize better the observed 
hydrograph pattern. Further applications are needed to check the 
applicability of the DDCM in quantifying the impacts of the lateral HEF 
and the aquifer heterogeneity on the nuance of real-world hydrographs. 
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Appendix A. Numerical approach for solving the proposed DDCM model 

As shown in Fig. 2, the DDCM model simplified the river-riparian system into a coupled 1D river channel and 2D groundwater hydrodynamic 
process. Due to the symmetry of both sides of the river, only the riparian zone on one side needs to be calculated here, although the hyporheic ex
change on both sides of the river needs to be considered when quantifying the river flow hydrodynamics. The river channel is divided into N sections 
(N = L/Δy), and the riparian zone is divided into N × M sub-areas (where M = b/Δx), where Δx and Δy are the spatial step sizes in the x- and y- 
directions, respectively. The total time of the model simulation is denoted as T, and the total time step is Nt = T/Δt, where Δt is the time interval. For 
simplification, here we use superscripts to denote time and subscripts to denote space. For example, Zr

k
j represents the numerical result of the river 

stage Zr at time kΔt and position y = jΔy, and HG
k
i,j represents the numerical result of the groundwater hydraulic head HG at time kΔt and position 

(x, y) = (iΔx, jΔy). 
The DDCM model is solved numerically using the following three steps: 
Step I: Based on the water level information (hk, Zr

k, and HG
k) of the river channel and the riparian zone at the k-th time step (k = 1,⋯,Nt − 1), the 

hydrologic exchange flux (qGr
k = (Kh)k(HG

k − Zr
k)/Δx) is calculated. 

Step II: The water level of the river channel (Zr
k+1) at the (k + 1)-th time step can be obtained by solving the open channel flow model (Eq. (2)) 

according to the Preissmann scheme (Lyn and Goodwin, 1987); Using the ADI method to solve the groundwater flow model (Eq. (3)), the groundwater 
level data (hk+1 and HG

k+1) at the (k + 1)-th time step can be obtained (Xue and Xie, 2007). 
Step III: The water level data calculated in Step II (i.e., hk+1, Zr

k+1, and HG
k+1) are used to recalibrate the hydrologic exchange flux (qGr*

k). Repeat 
Step II to gain the corrected water level of river and riparian zone (Zr*

k+1 and HG*
k+1). Calculate the relative error between the original water levels and 

the corrected ones, i.e., ε1 =
⃒
⃒Zr*

k+1 − Zr
k+1⃒⃒

/
Zr

k+1 and ε2 =
⃒
⃒HG*

k+1 − HG
k+1⃒⃒

/
HG

k+1. If one of the relative errors is greater than the convergence 
criteria (ε1≫ε0,1, or ε2 ≥ ε0,2), the iteration continues. If the relative errors are less than the convergence criteria (ε1 < ε0,1, and ε2 < ε0,2), the nu
merical result is considered to be stable, and then move to Step 1 to solve the next time step. 

The following part describes the difference equation after applying the finite different approach for the open channel flow model (i.e., Saint Venant 
equation) and the groundwater flow model (Boussinesq equation). 

(a) The Preissmann scheme for Saint Venant equation. 
The variables in equation (2) and their partial derivatives are approximated by: 

f ≈
θ
(

f n+1
j+1 + f n+1

j

)
+ (1 − θ)

(
f n
j+1 + f n

j

)

2  

∂f
∂x

≈
θ
(

f n+1
j+1 − f n+1

j

)
+ (1 − θ)

(
f n
j+1 − f n

j

)

Δx  

∂f
∂t

≈

(
f n+1
j+1 + f n+1

j

)
−
(

f n
j+1 + f n

j

)

2Δt 

and we define 

f n
j+1/2 =

(
f n
j + f n

j+1

)/
2  

where θ is the weighting parameter (an explicit format is formed when θ = 0, and an implicit is formed when θ ≥ 0.5). In this study, we set θ = 0.5. 
Therefore, equation (2a) can be discretized into the following form: 

Br
n
j+1/2

(
Zr

n+1
j+1 + Zr

n+1
j

)
−
(

Zr
n
j+1 + Zr

n
j

)

2Δt
+

θ
(

Qn+1
j+1 − Qn+1

j

)
+ (1 − θ)

(
Qn

j+1 − Qn
j

)

Δx
= qL

n
j + qGr

n
j 

Further arrangement leads to 

− Qn+1
j +CjZr

n+1
j +Qn+1

j+1 +CjZr
n+1
j+1 = Dj (A1)  

where Cj = Δx
2θΔtBr

n
j+1/2, Dj = Δx

θ

(
qL

n
j +qGr

n
j

)
+ 1− θ

θ

(
Qn

j − Qn+1
j

)
+ Cj

(
Zr

n
j+1 +Zr

n
j

)
. qL

n
j is known, and qGr

n
j = (Kh)n

j

(
HG

n
j − Zr

n
j

)/
Δx. 

Equation (2b) can be discretized as 
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Qn+1
j+1 + Qn+1

j − Qn
j+1 − Qn

j

2Δt
+ 2ur

n
j+1/2

θ
(
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j+1 − Qn+1

j

)
+ (1 − θ)

(
Qn

j+1 − Qn
j

)

Δy
+
(
gAr − Bu2

r

)n
j+1/2

θ
(
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n+1
j+1 − Zr

n+1
j

)
+ (1 − θ)

(
Zr

n
j+1 − Zr

n
j

)

Δy 

−

(

u2
r
∂A
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⃒
⃒
⃒
⃒
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)n

j+1
2

+
g
2

(
Ar

kr
2

)n

j

⃒
⃒
⃒Qn

j

⃒
⃒
⃒Qn+1

j +
g
2

(
Ar

kr
2

)n

j+1

⃒
⃒
⃒Qn

j+1

⃒
⃒
⃒Qn+1

j+1 = 0  

where kr = ArC
̅̅̅̅
R

√
, C is the Chézy coefficient, and R denotes the hydraulic radius. 

Further rearrangement leads to. 

EjQn+1
j − FjZr

n+1
j +GjQn+1

j+1 +FjZr
n+1
j+1 = ϕj (A2)  

where 

Ej =
Δy

2θΔt
− 2ur

n
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2
+

gΔy
2θ

(
Ar|Q|

kr
2

)n
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2
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(
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(
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θ

ur
n
j+1

2

(
Qn

j − Qn
j+1

)
+

1 − θ
θ
(
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(
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+
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(
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r
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⃒
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)n
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2 

Applying equations (A1) and (A2) and the initial and boundary conditions, we can build a matrix to solve the river dynamic process. 
(b) The ADI scheme for 2D Boussinesq equation. 
The ADI scheme assumes an intermediate time step ti+1/2 between ti and ti+1. The algorithm contains two steps. Step 1: from ti to ti+1/2, the dis

cretization of the governing equation in the x direction adopts the implicit finite difference scheme, while the discretization in the y direction adopts 
the explicit finite difference scheme. Step 2: from ti+1/2 to ti+1, the explicit and implicit finite difference schemes are used to discretize the governing 
equation in the x direction and y direction, respectively. 

For the discretization of equation (3), the derivative is replaced by the following difference quotient form: 

∂
∂x

(

Kh
∂HG

∂x

) ⃒
⃒
⃒
⃒

i,j
=

1
Δx

⎡

⎢
⎣

(

Kh
∂HG

∂x

) ⃒
⃒
⃒
⃒

i+1
2,j
−

(

Kh
∂HG

∂x

) ⃒
⃒
⃒
⃒

i− 1
2,j

⎤

⎥
⎦+O

(
[Δx]2

)
≈ (Kh)i+1

2,j
HGi+1,j − HGi,j

(Δx)2 +(Kh)i− 1
2,j

HGi− 1,j − HGi,j

(Δx)2  

where (Kh)i+1
2,j 

and (Kh)i− 1
2,j 

represent the Kh value at node 
( (

i + 1
2
)
Δx, jΔy

)
and node 

( (
i − 1

2
)
Δx, jΔy

)
, respectively. 

If the aquifer heterogeneity is strong, the following approximation (harmonic mean approximation) can be used (Xue and Xie, 2007): 

(Kh)i+1
2,j
=

2Ki,j • Ki+1,j

Ki,j + Ki+1,j

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
hi,j • hi+1,j

√

(Kh)i− 1
2,j
=

2Ki,j • Ki− 1,j
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̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
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√
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√
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√

First, from ti to ti+1/2, the discretization form of the governing equation (3a) is as follows: 

(Kh)n
i− 1/2,j

Δx2 HG
n+1
i− 1,j +

(

−
2Sy
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−
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Δx2 HG
n+1
i+1,j = −

2Sy

Δt
HG

n
i,j − Wn

i,jΔxΔy − (Kh)n
i,j+1/2

HG
n
i,j+1 − HG

n
i,j

Δy2 − (Kh)n
i,j− 1/2
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n
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Δy2

(A3) 

The numerical solution at time ti+1/2 can be obtained by solving equation (A3). 
Next, from ti+1/2 to ti+1, the discretization form of the governing equation (3a) is as follows: 

(Kh)n
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Δy2 HG
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(

−
2Sy
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i,jΔxΔy − (Kh)n
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i+1,j − HG

n
i,j

Δx2 − (Kh)n
i− 1/2,j

HG
n
i− 1,j − HG

n
i,j

Δx2

(A4) 

Therefore, the water level distribution of the riparian zone at time ti+1 can finally be obtained by solving equation (A4). 
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Appendix B. Numerical strategy for calculating the catchment-scale hydrograph with rainfall events using DDCM 

When applying the DDCM method proposed by this study to calculate the hydrograph for a catchment, the sub-domain discretization and related 
hydrologic calculations are needed. To reach this goal, we proposed the following two-step numerical strategy and applied it for solving the 
catchment-scale hydrography with rainfall events in the Wadi Ahin West catchment shown in section 5. 

Step I: Catchment separation and rainfall data processing. 
(1) Based on the characteristics of the river network (mainly the sub-drainage delineation), the catchment is divided into sub-domains. 
(2) The rainfall received by each sub-catchment is then calculated according to the intensity and spatial distribution of the rainfall and the area of 

the sub-catchment. These rainfall results are then allocated to each sub-domain underlying each sub-catchment. 
For example, for the Wadi Ahin West catchment discussed in Section 5, six sub-domains were identified and named as R1–R6 in Fig. 9b, each of 

which contains the corresponding sub-catchments (No. 1–20 shown in Fig. 9a). Specifically, sub-domain R1 contains sub-catchments 2–6, 11, and 12. 
Sub-domain R2 contains sub-catchments 7 and 18. Sub-domain R3 contains sub-catchments 8 and 9. Sub-domain R4 contains sub-catchments 1, and 
13–16. Sub-domain R5 contains sub-catchments 10 and 20, and sub-domain R6 contains sub-catchments 17 and 19. The channel and riparian zones in 
each sub-domain were discretized according to the method described in Appendix A. 

Step 2: Hydrodynamic calculation of the river network. 
For a dendritic drainage basin such as the Wadi Ahin West catchment, the hydrodynamic process of the tributaries is calculated first, and then the 

mainstream. During this calculation, flows at the upstream channels are calculated first, followed by the downstream channels. Meanwhile, the 
discharge and water level at river confluences should satisfy the consistency equation. 

For the Wadi Ahin West catchment, hydrodynamic calculations for the 6 sub-domains plotted in Fig. 9b were not independent but following Step 2 
mentioned above. We also assumed that these six sub-domains did not exchange water at the boundary with each other, since field data about the 
possible water exchange between these sub-domains were not available. We emphasize here that the example shown in Section 5 was mainly to check 
whether the DDCM method can roughly predict the hydrograph with limited field information. An updated, robust model can be built if the core 
hydrologic data are available for the study basin. 
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